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Abstract 

This paper presents implementation of floating point multiplier using residue number system (RNS). A floating 

point multiplier has inputs in terms of mantissa and exponent. For multiplication of two inputs, mantissas are 

multiplied and exponents are needed to be added together. Residue is the remainder obtained after division of 

two integers. Operations in residue number system are performed on remainders, which are smaller integers. 

RNS system possesses properties of carry free computation and parallelism which leads to improvement in 

speed. RNS multiplier unit consist of forward converter, modulo multiplier, modulo adder and reverse 

converter. A moduli set of the form {2
n
 - 1, 2

n
, 2

n
+ 1} is used to find residues of input integers. Input to the 

system is half precision floating point numbers i.e. sign (1bit), mantissa (10bit), exponent (5bit) and output is a 

single precision number, sign (1bit), mantissa (23bit), exponent (8bit). The design is coded in Verilog HDL 

using Xilinx 13.1 ISE software. 

Keywords: Residue Number System (RNS), floating point, moduli, modulo adder, modulo multiplier, forward 

converter, reverse converter 

1. Introduction 

Multiplier is an important block in digital 

applications such as digital signal processing, image 

processing, 3D graphics, microprocessor, filtering. 

Design of multiplier with less delay and less 

hardware is desirable. Floating point number system 

is a standard used in many DSP applications. This 

paper deals mainly with time optimization for 

floating point multiplication. Floating point numbers 

attempt to represent real numbers with uniform 

accuracy. A generic way to represent a real number 

is in the form: R =a*b
n 

,
   
Where, ‘n’ is chosen so 

that ‘a’ falls within a defined range of values and 

called as exponent; ‘b’ is usually implicit in the data 

type.  Design presented in this paper has input of 16 

bit floating point representation (half precision) and  

 

 

the output of 32 bit floating point representation 

(single precision), notations are shown in figure 

below. 

 

 

  

Fig.1. 16 bit half precision floating point number 

representation 

 

 

 

 

Fig.2. 32 bit half precision floating point number 

representation 

Sign (1 bit)       Exponent (5 bit)        Mantissa (10 bit) 

Sign (1 bit)        Exponent (8 bit)              Mantissa (23 bit) 
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2. Residue Number System 

Residue number systems are based on the 

congruence relation. Consider two integers x and y, 

these are said to be congruent modulo m, if m 

divides exactly the difference of x and y; it is 

common, to write x≡y(mod m) to denote this. Thus, 

for example, 10≡6 (mod 2); 10≡5 (mod 5); 17≡2 

(mod 3) and 10≡4 (mod 3) etc[9]. The number m is 

called as modulus and assume that its value exclude 

unity, which produces only trivial congruence’s. 

Residue is the remainder obtained after division of 

two integers. If q and r are the quotient and 

remainder respectively, of integer division of a by 

m, i.e. a = q*m + r. The number r is said to be the 

residue of a with respect to m. It is usually denoted 

by r=|a|m, where m is called as modulus [9]. 

Representation of Decimal Number in Residue 

Number System 

Initially modulus set is chosen {m1, m2, m3…….. 

mN}, this set consists of N positive and pair wise 

relative prime moduli. Let M be the product of all 

moduli, Then every number X < M has a unique 

representation in RNS. Representation of numbers in 

a system in which the moduli are not pair wise 

relatively prime will not be unique i.e. two or more 

numbers will have the same representation. Decimal 

number is then divided by each modulus from 

moduli set and another set of remainders (residues) 

is obtained {r1, r2, r3……… rN}. Each decimal 

number is represented uniquely by a single set of 

residue [9]. Moduli sets of the form {2
n
 - 1, 2

n
, 2

n
+ 

1} are most popular in use. 

Example.  Consider n=2 in above moduli set{m1, 

m2, m3} = {3, 4, 5}. 

It represents max number of integersm1*m2*m3= 

3*4*5=60(i.e. from 0 to 59). 

a is represented as {r1=rem(a/m1), r2=rem (a/m2), 

r3= rem (a/m3)}  

12= {rem(12/3),rem(12/4),rem(12/5)}= {0,0,2}.  

Where rem is remainder. 

 

3. Floating Point RNS Multiplier 

In floating point multiplication mantissa of two 

inputs are multiplied together and exponents are 

added. The input to the proposed system is half 

precision (16 bit) and output is single precision (32 

bit). 

 
Figure 3: RNS multiplier unit. 

 

In RNS multiplier, initially 10 bit mantissas of both 

the floating point inputs are converted into  residue 

domain (RNS). This process is called as forward 

conversion. Special moduli set used is {2
n
 - 1, 2

n
, 

2
n
+ 1}. After Forward conversion, the set of residue 

(remainder) for each input A & B are obtained. Each 

set consist of three residues. Next step is 

multiplication of corresponding residues. This 

multiplication is modular i.e. result of multiplication 

of two corresponding residues is also a residue w.r.t. 

the same modulus (ex. 2). Modular multiplication 

gives another set of residue which converted into 

binary form by using reverse converter. Output of 

reverse converter is the final result obtained after 

multiplication of mantissa of given two inputs. 

Exponent of half precision floating point number is 

of 5 bits. Exponents of each input are also converted 

into RNS using forward converter. The obtained 

residues are correspondingly added together using 

modulo adder. And the result of addition is 

converted back into binary form using reverse 

converter. 

Ex.2. inputs: - x=7, y=8,    moduli set:- m={3,4,5}    

Residue set for x = {1, 3, 2}. 

Residue set for y = {2, 0, 3}. 

 

Multiplication 

Multiply res. set of x and y = {1*2, 3*0, 2*3} = {2, 

0, 6}. 

To obtain the set of modulo multiplication, find 

residue of 2 w.r.t 3, 0 w.r.t. 4, 6 w.r.t. 5.  
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Modulo multiplication = {2, 0, 1}.  

Now perform reverse conversion. 7*8= {2, 0, 1} = 

56. 

 

Addition 

Add res. set of x and y = {3, 3, 5}. 

Modulo addition = {|3|3, |3|4, |5|5} = {0, 3, 0}. 

Hence 7+8 = {0, 3, 0} =15. 

 

3.1 Forward Converter 

Forward converter is a binary to RNS converter. The 

moduli set used is {2
n
 - 1, 2

n
, 2

n
+ 1}. These special 

moduli are usually referred to as low-cost moduli, 

since conversion to and from their residues can be 

realized relatively easier and do not require complex 

operations. Here m1= 2
n
 – 1, m2=2

n
, m3=2

n
 +1. Then 

any integer X within dynamic range, M= [0, 2
3n

 -2
n
 - 

1] is uniquely defined by residue set {r1, r2, r3}, 

where ri= |X|mi. For mantissa multiplication n=8, 

i.e. m= {255, 256, 257} and for exponent addition 

n=3, i.e. m= {7, 8, 9} is used. To find r1, r2 &r3, first 

divide the given number in three n bit parts B1, B2, 

B3 
[1]

. 
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Properties of addition and multiplication in RNS 

system 
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Now, we can write  
n

1 1 2 3 2 1 

2 3

n

3 1 2 3 2 1   

r  B  B  B                          (5)

r  B                                                    (6)              

r  B  B  B                          (7)





  



  

 

Fig.4. shows the architecture for finding r1, r2, r3 

using equations (1), (2) and (3). If value of r3 comes 

negative, in such a case r3 is subtracted from 2
n
+1. 

 

 
Figure 4: Binary to RNS Forward Converter 

 

3.2 Modulo Adder 

The result of modulo-m addition of two numbers X 

and Y can be given as:- 

                        X+Y, for X+ Y< m.        Where 0< 

X, Y <m 

| X +Y |m = 

                       X+Y-m, for X +Y≥m.  
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The above expression can be implemented using 

following architecture given below, fig.5 
[3]

. 

Architecture in figure 5 is used for modulo addition 

for modulus 2
n
 –  . m  is the 2’s compliment of m, 

which is used for subtracting m from addition of X 

and Y. A parallel prefix Kogg-Stone adder is used 

for addition, any conventional adder can be used 

instead. Kogg-Stone adder is a faster one but 

requires more area. The architecture shown in figure 

7 is for modulus 2
n
 + 1 

[3]
. 

                
Figure 5: Modulo 2

n
 – 1 adder  Figure 6: Block A 

 

 
Figure 7: Modulo 2

n
 + 1 adder 

 

3.3 Modulo Multiplier 

The output of forward converter is a residue set in 

the form {r1, r2, r3}. Residue sets of mantissa are 

needed to be multiplied. This process involves 

modular multiplication of corresponding residues, 

see ex (2). The modular partial products for each 

modulus can be found as, 

3.3.1 Modulo 2
n
-1 multiplier 

The modular product nominally consists of modulo 

2
n
-1 sum of n partial products, each of which is ABi 

shifted left by i bits (i.e. multiplied by 2i), where Bi 

is the ith bit of B, This can be represented as 

   

 

1

2 1
0 2 1

1
( )

0

( )

1

0 2 1

1

0 2 1

1 2 0

1 2 0
2 1

2

where ith partial product  is

2 2

2 2

2 ( 2 2 ........ 2

The above equation can further be simplified as

2

n

n

n

n

n

n
i

i

i

n
i

i

i

n
i ii j

j

j

n
i j

j i

j

i n n

i n n

i

AB AB

P

P

P P

A B

B A A A

P




 







 



 

 

 










  











1 2 1

1 2 0 1

2 0

2

2 ...... 2 2

2 ............. 2                              (8)

n n i i

n i i n i i i n i

i

n i n i i

A B A B A B A B

A B A B

  

    



 

   

  

The equation of partial product can be seen as i bit 

cyclic shift of ith partial product. After finding each 

partial products, all are added together and their 

modulo sum is the final result of multiplication.

 

 

3.3.2 Modulo 2
n 

multiplier 

To calculate |AB|2
n
, initially find out all     given by 
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P
(i)

, By modulo adding these P
(i)

 gives result of 

multiplication.

 

 

3.3.3 Modulus 2
n
+1 multiplier 

Given two operands, A and B, the modulo (2
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3.4 Reverse Converter 

Reverse converter for the moduli set {2n - 1, 2n, 

2n+ 1}. Consider an integer, X is defined by residue 

set {r1, r2, r3} for moduli set {m1, m2, m3} then X 

can be represented as [10] 

1
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1

1 31
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3 2
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The above equation is derived for moduli set of the 

form {2n- 1, 2n, 2n+ 1} in [11]. The same equation 

can be used for moduli set used in proposed 

architecture. The above equation for n=8 can be 

written as 
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4. Experimental Result 

Design has two inputs of 16 bit each and output is of 

32 bits.  Output consists of mantissa of 23 bit and 

exponent of 8bit. Result of floating point 

multiplication is shown in Fig. 3. Here ra1, ra2, ra3 

and rb1, rb2, rb3 are residues of a_mantissa, 

b_mantissa respectively and rm1, rm2, rm3 are the 

residues of multiplication of     a_mantissa, 

b_mantissa. Design is targeted to FPGA of Virtex6 

xc6vlx240t-2ff784 device. 

  

 

 

Figure 8: Simulation result of multiplier 

 

TABLE I 

DEVICE UTILIZATION SUMMARY AND 

TIMING DETAILS 

 

5. Conclusion 

This paper presents floating point multiplier unit 

which supports IEEE 754 half precision binary 

floating point number format. Design is targeted to 

FPGA of Virtex6 xc6vlx240t-2ff784 device. 

Multiplier is compared with previously designed 

multiplier and it is found that proposed architecture 

is faster, in the expense of increase in number of 

slice flip-flop. Further research is required for 

reducing computation time. 
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